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A B S T R A C T   

In island systems with complex orography (e.g. Canary Islands), obtaining projections of climate extremes 
throughout the 21st century is necessary to evaluate the possible adverse effects of climate change. In this work, 
a dynamic downscaling methodology was applied to obtain the projections of temperature extremes indices. The 
WRF modeling system was properly configured with a spatial resolution of 3 km, for the periods: 2030–2059 
(MID) and 2070–2099 (END), and for the RCPs 4.5 and 8.5 scenarios. This spatial-temporal resolution allows 
better modeling of the land-surface coupling processes (e.g., latent and sensible heat fluxes), which are one of the 
main sources of uncertainties in temperature extremes modeling. The initial and boundary conditions were 
defined by three CMIP5 Earth Systems Models: GFDL-ESM2M, MIROC-ESM, and IPSL-CM5. The future changes 
were calculated against the modeled reference period was 1980–2009 (HIS). The selected extremes indices were 
those defined by the Team of Experts on Climate Change Detection and Indices (ETCCDI) and were: monthly 
absolute maximum and minimum temperature respectively (TX and TN), monthly maximum of the diurnal 
temperature range (DTR), tropical nights (TR), warm days (TX90P), cold nights (TN10P), warm-spell duration 
index (WSDI) and cold-spell duration index (CSDI). Also, the return levels and return periods for annual 
maximum temperature were analyzed using the Generalized Extreme Value distribution (GEV). 

The modeled indices were compared with those obtained from observations at nine ground-based stations for 
the HIS period. Despite the high spatial and temporal resolution of the models a bias is still observed between the 
modeled and observational values for the absolute indices, even when the simulations are driven by reanalysis 
data. However, the comparison of these indices around their previously unbiased means yields values on average 
of 0.85 with a standard deviation of 0.06 on a Perkins-based skill score. Regarding the 20-year return levels for 
maximum temperature, differences between the average of the models and observations are below 2 ◦C for all 
sites, except for the highest stations IZO and TFN, which reach 2.9 and 4.2 ◦C, respectively. 

The analyses of the results indicate that the future projections of the indices obtained using any of the models 
remain constant from the mid-century to the end of the century for the RCP45 whereas they continue to increase 
if the RCP85 is considered. This finding shows that all models closely follow the variation in the CO2-equivalent 
concentrations used as input. Thus, TX and TN are expected to increase, with an average change for the END 
period and RCP8.5 of 4.0 ± 0.5 ◦C and 4.4 ± 0.4 ◦C for TN. TX90p increases considerably (30 percentage points), 
and the TN10p index will be close to zero. The increase in temperatures is mainly due to, in addition to the 
modification of the synoptic patterns, a decrease in total cloud cover and soil moisture. 

This decrease in soil moisture has a direct effect on the decrease in latent heat flux and an increase in sensible 
heat flux, associated with a projected increase of DTR. Also, the 20-year return levels for maximum temperature 
obtained for the HIS period will correspond to return periods between 1 and 6 years at the END period and 
RCP8.5.   
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1. Introduction 

The study of the evolution of the extreme values of temperature 
distribution in a climate change scenario is crucial due to its influence on 
such important societal and economic aspects as human health, energy 
demand, ecosystem conservation, agriculture, water resources, etc. 
Among the conclusions of the IPCC Fifth Assessment Report, Hartmann 
et al., 2013 pointed out that changes in extreme weather and climate 
events have been observed since about 1950. Regarding the temperature 
extremes, they add that it is very likely that the number of cold days and 
nights has decreased and the number of warm days and nights has 
increased on a global scale during the last decades. Also, an increase in 
the frequency of heatwaves in large parts of Europe, Asia, and Australia 
is very likely (Hartmann et al., 2013). Accurate modeling of these 
extreme observations is a priority to establish a solid foundation for 
obtaining reliable climate projections throughout this century. Various 
studies show that the Coupled Model Intercomparison Project (CMIP) 5 
and CMIP6 models tend to overestimate the hot day extremes and un-
derestimate cold night extremes, either on a global or regional scale (Di 
Luca et al., 2020a; Sillmann et al., 2013). An analysis of the possible 
error sources has demonstrated that the overall performance of CMIP 
ensembles improves when increasing the horizontal resolution mainly 
because of the better representation of the synoptic-scale variability (Di 
Luca et al., 2020b). 

Several studies focused on reducing uncertainties in temperature 
modeling concluded that those land-surface coupling processes, which 
are difficult to simulate, play an important role (Stegehuis et al., 2013). 
These authors show that the model ensemble spread (as a measure of 
uncertainty) of temperature is reduced using observational-based heat 
flux data. Whan et al. (2015), find an important impact of soil moisture 
(and thus heat flux) on extreme maximum temperatures in Europe. 
Freychet et al. (2021), state that the observed difference between 
extreme temperature modeling data is related to differences in 
land-atmosphere feedback between models. Using an emergent 
constraint (ΔTX and TX98p), applied to the CMIP5 and CMIP6 models 
and the ERA5 reanalysis, based on surface heat fluxes (latent and sen-
sible) as an indicator of land-atmosphere interaction, they found a 
relationship between surface moisture (land-surface process) and TX 
variability and uncertainties in projection of TX98p. 

The islands are among the most sensitive regions in the world 
regarding the potential adverse effects of climate change along the 21st 
century (Nurse et al., 2014). The main climate-related drivers of risk for 
islands include: sea-level rise, tropical and extratropical cyclones, 
increasing air and sea surface temperature, and changing rainfall pat-
terns. Also, small and orographically complex islands are, in general, 
natural ecosystems extraordinarily rich in endemism, contributing 
greatly to the global biodiversity (IPBES, 2019; Kier et al., 2009), and 
usually have fragile socioeconomic structures, which are very dependent 
on climate factors (tourism, coastal infrastructures, energy and food 
dependencies, hydric resources, transportation logistics, etc.). 

Varotsos et al. (2021) used dynamical downscaling (a sub-ensemble 
of five RCMs from the EURO-CORDEX modeling experiment with a 
horizontal resolution of 0.11◦) to obtain climatic projections over the 
Mediterranean islands of Sicily, Crete, and Cyprus. They found a robust 
increase for both the mean maximum and minimum temperatures, as 
well as for the temperature-related extremes under RCP4.5 and 8.5. For 
the Pacific islands an increase of +2.0–4.0 ◦C at the end of the century in 
the 20-year return temperatures was projected (ABM and CSIRO, 2014). 

One of the zones where the natural ecosystems are of outstanding 
biological, hydrological, and socioeconomic value is the Macaronesian 
region (Azores, Madeira, Canary Islands and Cape Verde) (Sperling 
et al., 2004). As an example, the main industry in the Canaries is tourism 
(based on their climatic conditions), being these islands one of the most 
important tourist destinations in the European Union where 40% of 
employment and 35% of gross domestic product (GDP) depend on this 
sector. The Canary Islands have a population of 2.2 million people, 

receiving an influx of more than 13.0 million foreign tourists per year 
(ISTAC, 2021). Thus, the study of possible future changes of the climatic 
conditions, and particularly in extreme temperatures, is extremely 
important in this region. 

Several studies have addressed the realization of climate projections 
in the Canaries both with dynamical downscaling (Pérez et al., 2014; 
Expósito et al., 2015) and with statistical approaches (AEMET, 2021). 
Also, the possible changes along this century of renewable resources 
were studied (González et al., 2017; Pérez et al., 2019). All of these 
works that used dynamical downscaling are based on the pseudo global 
warming (PGW) methodology with a resolution of 5 km. However, the 
main drawback of the PGW methodology is its limitation for some 
studies related to extreme values, since PGW does not consider all 
possible mechanisms producing climate changes. For example, they miss 
some non-linear changes in dynamics. 

On the other hand, the Canaries, and the Macaronesian region in 
general, are islands with complex orography. For example, on the island 
of Tenerife, there are vertical differences of more than 3 700 m (Teide 
peak) in less than 15 km horizontally, or 2 200 m in less than 10 km in La 
Palma. This orography jointly with the climatic predominant conditions 
(mainly, the trade winds and the thermal inversion layer) configure an 
intricate set of microclimates, which can be observed in the Climate 
Atlas of the archipelagos of the Canary Islands, Madeira, and the Azores 
(Climate Atlas, 2012). Pérez et al., (2014), showed that performing 
simulations at convection-permitting scales adequately reproduce the 
land-atmosphere-sea interaction processes (surface wind, convection, 
cloud formation, …). As indicated by these previous studies these pro-
cesses are at the center of changes that can affect the evolution of 
extreme temperatures, such as a possible change in the dominant cloud 
regime (marine stratocumulus) to shallow cumulus clouds (Díaz et al., 
2019), or a decrease in cloud cover in winter (Pérez et al., 2019) and a 
decrease in surface winds in summer (González et al., 2017). 

Considering this climatic scenario on archipelagos together with the 
fact that the bibliography on these topics is scarce and mainly focused on 
sovereign state small islands (Petzold and Magnan, 2019), the goal of 
this work is to obtain reliable projections of climatic extreme tempera-
tures for the Canary Islands using an appropriate downscaling approach 
with an adequate (high) resolution. This study will be useful for the 
design of effective adaptation/mitigation strategies in this archipelago. 

In the next point, the observational data and the temperature 
extreme indices are described. In section 3, the modeling strategy 
(dynamical downscaling) is shown and the possible uncertainties are 
discussed. The climate projections of extreme indices, with a resolution 
of 3 km, throughout this century, using 3 CMIP5 models as the initial 
and lateral boundary conditions for the Representative Concentration 
Pathways (RCP) scenarios 4.5 and 8.5 are shown in the fourth one. The 
conclusions are outlined in the fifth point. 

2. Observational data set and temperature extremes indices 

The observational information used in this study was obtained from 
the European Climate Assessment and Dataset (ECAD, 2021; Klok and 
Tank, 2009; Klein et al., 2002). ECAD gathers data from 65 countries 
throughout Europe and the Mediterranean from a total of 20, 168 
meteorological stations. In this type of long-term time series, obtained 
from different sources, the homogeneity assessment is a crucial aspect in 
the quality control of the data. In this database, the Wijngaard et al. 
(2003) methodology was implemented to test the daily surface air 
temperature and precipitation. Using the daily maximum and minimum 
temperature (Tx and Tn, respectively), ECAD produces the extreme 
indices defined by the Team of Experts on Climate Change Detection and 
Indices (ETCCDI) (Klein Tank et al., 2009; Zhang et al., 2011). ECAD 
provides two types of indices: absolute indices obtained directly from 
the extreme values, and threshold variables, which require a threshold 
level computed from a reference period. As ECAD uses the reference 
period 1961–1990, the indices were recalculated using HIS as the 
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reference period to match the model experiments. To this aim Climate 
Data Operator (CDO) software was used, which is a collection of tools 
implemented specifically for the standard processing of climate and 
forecast model data (Schulzweida, 2019). The extreme temperature 
indices analyzed in this work are described in Table 1. 

The observational absolute and threshold indices were analyzed in 
nine ground-based stations over the Canary Islands (Table 2), which 
were also used to estimate the uncertainties in these magnitudes ob-
tained through modeling. Most of these sites are located at the airports 
of each island with altitudes close to sea level. However, the IZO and 
TFN stations are located at 2 731 and 632 masl, respectively. 

3. Modeling methodology 

3.1. Model setup 

To obtain a better representation of the processes that affect climate 
extremes in a region such as the Canary Islands, increasing the hori-
zontal resolution of the simulations is necessary. With this objective, a 
dynamic downscaling technique was used based on the Weather 
Research and Forecast (WRF) model (Skamarock et al., 2008). The WRF 
version (3.4.1), the configuration and the vertical levels of the simula-
tions were selected following the results of a previous sensitivity study 
also focused on this archipelago (Pérez et al., 2014). Three domains 
were defined with resolutions of 27, 9 and 3 km in a one-way nesting 
configuration (Fig. 1), and all of them with 32 vertical eta levels. The 
results analyzed in this work were those obtained in the innermost 
domain (3 km), for the periods: 1980–2009, 2030–2059, and 
2070–2099, and for two greenhouse gas emission scenarios throughout 
the 21st century: RCP4.5 and RCP8.5 (Taylor et al., 2012). All the 
simulations for each of these three time periods were initialized one year 

before to provide an initial spin-up period for the model physics. The 
data from this first year were excluded from any subsequent data anal-
ysis. The cloud microphysical processes were parameterized using the 
WRF double moment 6-class (WDM6) scheme (Lim and Hong, 2010). 
The radiation scheme was set to the Community Atmosphere Model with 
gas concentrations adjusted to each scenario (Collins et al., 2004). The 
land surface model was established according to the Noah model (Chen 
and Dudhia, 2001) and the planetary boundary layer scheme was 
characterized using the Yonsei University scheme (Hong et al., 2006). 
Additionally, the cumulus parameterization scheme of Kain-Fritsch 
(Kain and Fritsch, 1990) was only used in the 2 outermost domains 
(D1 and D2). In the innermost domain (D3) no cumulus parameteriza-
tion was applied because at these resolutions the fluxes are explicitly 
resolved (Skamarock et al., 2019). This WRF configuration was selected 
by Pérez et al. (2014) as that having the minimum errors between a set 
of different configurations tested in the Canaries region. 

The climate simulations were driven by global circulation models 
(GCM) included in the CMIP5 project which provided the initial and 
lateral boundary conditions. The choice of the models used as boundary 
conditions for the regional simulations is a key aspect in the design of 
any climate regionalization experiment. In this work, three GCMs were 
selected based on previous studies for the African CORDEX domain (Ito 
et al., 2020) and the availability of the necessary data with adequate 
temporal resolution: GFDL-ESM2M (Dunne et al., 2013), MIROC-ESM 
(Watanabe et al., 2011) and IPSL-CM5A-MR (Dufresne et al., 2013), 
using the realization r1i1p1 for all of them. 

3.2. Model evaluation 

To evaluate the uncertainties introduced by the WRF model, the 
outputs of the simulation-driven by ERA-Interim reanalysis for the 
period 1995 to 2004 (Pérez et al., 2014) were compared to the ECAD 
observational data. The WRF settings selected in the present study are 
the same as those implemented in that work, including the WRF version 
and the number of vertical levels. The main difference was the spatial 
resolution, since in the work of Pérez et al. (2014) it was performed at 5 
km instead of the 3 km used in this one. 

Fig. 2 shows the Q-Q plots of the simulated values corresponding to 
the closest land grid point to the ECAD stations for the extreme variables 
TX and TN. Except for the IZO station, the regression of the percentiles 
has, on average, a slope of 1.20 and 0.95 for TX and TN respectively 
(ideal = 1.00), with a Pearson correlation coefficient over 0.98. These 
results show that the model is able to reproduce the dispersion of 
observational data around the mean. However, this comparison also 
shows that the model introduces a bias, whose value is, on average, of 
− 2.6 ◦C and − 2.1 ◦C for TX and TN respectively (IZO removed). 
Although the grid point used is the nearest to the ECAD stations and they 
correspond to a land pixel for WRF, some of them, especially those of 
airports, are influenced by their proximity to the sea. Moreover, the sea 
surface temperature provided by ERA-Interim has a mean negative bias 
around − 0.3 ◦C with respect to NOAA OI SST v2 (Huang et al., 2021) for 
those ocean pixels nearest to the ECAD stations. 

In supplementary material (Fig.SM.1–6) the seasonal analysis is 
shown. 

In addition, to evaluate the uncertainties of the WRF simulations 
driven by the three mentioned GCMs (GFDL, IPSL, MIROC, hereinafter), 
the observations of the ECAD stations were also compared with the 
simulated values corresponding to the nearest land grid point. Fig. 3 
shows the box-and-whisker plots of the extreme variables for observa-
tions (colored), the three models (white, from left to right GFDL, IPSL, 
MIROC), and the ensemble of the models (light-colored). The size of the 
boxes represents data dispersion between the 25th and 75th percentiles 
and the horizontal line within the box corresponds to the median. In 
these figures, the value zero was included and therefore, due to the high 
number of zeros in the variables TR, WSDI, and CSDI, the median 
overlaps that minimum value. Furthermore, for the WSDI and CSDI 

Table 1 
Definition and units of the indices used.  

Absolute indices: 

Acron. Name and definition Units 

TX Monthly maximum; the monthly maximum of daily 
maximum temperature (Tx). 

◦C 

TN Monthly minimum; the monthly minimum of daily 
minimum temperature (Tn). 

◦C 

DTR Monthly maximum diurnal temperature range; the 
monthly maximum of the daily diurnal temperature 
range. 

◦C 

Threshold indices: 
Acron. Name and definition Units 

TR Annual tropical nights; the number of days in a year with 
Tn > 20 ◦C 

days per year 

WSDI Warm-spell duration index; the annual count of days with 
at least 6 consecutive days with Tx > 90th percentile of 
daily maximum temperature for a given calendar day. 
The 90th percentile is calculated for a 5-day window 
centered in the given calendar day. 

days per year 

WSDIn Warm-spell duration index events; the annual count of 
events with at least 6 consecutive days with Tx > 90th 
percentile. 

# events per 
year 

CSDI Cold-spell duration index; the annual count of days with 
at least 6 consecutive days with Tn < 10th percentile of 
daily minimum temperature for a given calendar day. The 
10th percentile is calculated for a 5-day window centered 
in the given calendar day. 

days per year 

CSDIn Cold-spell duration index events; the annual count of 
events with at least 6 consecutive days with Tn < 10th 
percentile. 

# events per 
year 

TX90p Warm days; the number of days in a month with Tx >
90th percentile, calculated for a 5-day window centered 
in the given calendar day. 

days per 
month 

TN10p Cold nights; the number of days in a month with Tn <
10th percentile, calculated for a 5-day window centered 
in the given calendar day. 

days per 
month  
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variables, the minimum number of days required is 6, so observing this 
value for the median and even for the upper limit of the box plot is 
possible. This representation shows that, as in the previous case, there is 
a bias between these datasets. The simulated daily minimum tempera-
tures (Tx and Tn) and therefore the monthly minimum (TX and TN) 
present an underestimation concerning the ECAD data. The IPSL model 
generates the lowest values, on average 2.9 and 3.7 ◦C lower for TX and 
TN respectively, whereas MIROC produces the closest (0.7 and 1.6 ◦C 
lower for TX and TN). 

Fig.SM7 – 9 in supplementary materials show the seasonal analysis. 
To carry out the comparison between the observational data and the 

models regarding the dispersion of the values around the mean, the bias 

observed in the box plots was previously subtracted. First, the distri-
butions were compared using the percentiles in a quantile-quantile plot 
(Q-Q plot) such that a perfect distribution must fit the line y = x (red 
diagonal in the figures). This allows identifying the anomalies range for 
which the model is separated from the observed data. As Fig. 4 shows, 
the distribution of the temperature anomalies for absolute indices ap-
proaches the diagonal that compares the models against ECAD anoma-
lies. However, an increase in the dispersion of the model is observed in 
the largest deviations and a reduction in the lowest ones for the TX 
variable. This behavior is common for all three models. The IZO station 
presents a different pattern than the rest of the stations for TN in all 
models. It is a very special site located in the central mountain range of 

Table 2 
ECAD stations used in this study, their geographical locations and height, and the model WRF nearest land grid point to the stations.  

ECAD CODE and Station Observation sites WRF simulation grid point 

Lat. (◦N) Lon. (◦E) Hgt. (m) Lat. (◦N) Lon. (◦E) Hgt. (m) 

1 388 IZO Izaña 28.309 − 16.499 2 371 28.306 − 16.490 1873 
0 455 TFN Tenerife North 28.478 − 16.329 632 28.468 − 16.328 628 
2 970 ACE Lanzarote 28.952 − 13.600 14 28.954 − 13.601 13 
3 940 FUE Fuerteventura 28.444 − 13.863 25 28.441 − 13.871 52 
3 957 VDE Hierro 27.819 − 17.889 32 27.820 − 17.894 355 
3 958 SPC La Palma 28.633 − 17.755 33 28.630 − 17.759 39 
3 959 SCT S/C Tenerife 28.463 − 16.255 35 28.468 − 16.247 16 
3 960 TFS Tenerife South 28.048 − 16.561 64 28.036 − 16.571 5 
3 941 LPA Gran Canaria 27.923 − 15.389 24 27.928 − 15.383 3  

Fig. 1. WRF domains configuration to simulate the extreme data at the Canary Islands, D01 resolved at 27 km, D02 at 9 km and D03 at 3 km (a), and the D03 WRF 
orography (b). 

Fig. 2. Q-Q plot of the WRF driven by ERA-Interim reanalysis data for the land grid point closest to the ECAD stations versus the data from these stations for the 
absolute extreme indices TX (a) and TN (b) in the period 1995–2004. The red line indicates the ideal behavior. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.) 
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the island of Tenerife, with slopes that change abruptly in very short 
distances. Probably, due to this situation, the models cannot adequately 
simulate this area and, therefore, follow the range of extreme temper-
atures, overestimating the lowest anomalies and underestimating the 
highest ones (about ±2.5 ◦C) for this station. 

Regarding the threshold variables (Fig. 5), they present a larger 
dispersion around the diagonal. It is worth highlighting the tropical 
nights for the IPSL model, in which the observational data show a 
dispersion that covers 30 days, whereas the modeling is reduced to 20. 
As mentioned above, the IPSL model produces the lowest TN of the 
modeled data (second white bar for TN in Fig. 3). Therefore, the monthly 
minimum temperatures are below the ECAD data, and the number of 
days in a month in which the threshold of 20 ◦C is exceeded is lower. For 
the rest of the simulations, as there is also a reduction in the TN, there 
exists a decrease in the number of tropical nights and so, for instance, no 
model has obtained TR for the IZO station, although they appear in the 
observations. These lower values in TN also result in the observed slopes 
for the CSDI variable being greater than 1.0 since there are a larger 

number of consecutive days with lower temperatures than those 
observed. 

In the case of the WSDI, the duration in the number of days for these 
intervals calculated by the models oscillates around the ideal line for all 
stations except for the SPC station (La Palma island). This station shows 
positive ECAD deviations close to 40 days (higher percentiles). Never-
theless, no models reach this accumulative number of consecutive days 
with continuous high temperatures. 

On the other hand, the anomalies were also compared using a second 
strategy that calculates the Perkins skill score for the probability density 
functions (PDF) (Perkins et al., 2007). For this procedure, the common 
area of both distributions was computed using: 

SScore =
∑n

i=1
min(P0,PS)

where P0 and PS are the frequency of the observed and simulated 
anomalies, respectively, in the i-th bin of the total n bins used to obtain 

Fig. 3. Box-whisker plots of the ECAD station data (colored), the model GFDL, IPSL, MIROC (white), and ensemble (light color) of the nearest land grid for the TX, 
TN, DTR, TR, WSDI, and CSDI variables, and for the period 1980–2009 (HIS). The box plot encompasses the 25th and 75th percentiles, whereas the horizontal line 
within the box corresponds to the median. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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the PDFs. Because the Perkins score depends on the size of the bin, 
following Ivanov et al. (2018) a 1-unit bin was used in this work (1 ◦C or 
one day depending on the index). For this score, under an ideal situation, 
a value of 1.00 should be obtained. 

The skill score for absolute indices and all the stations ranges be-
tween 0.68 and 0.96 with a mean of 0.85 ± 0.06, indicating that the 
probability distribution functions of the anomalies of the absolute var-
iables approach those obtained for the observations (see Table 3). For 
these parameters, the data indicate that no model is better than the 
others, obtaining similar values close to the mean. However, concerning 
the threshold values, the projections made with the MIROC model 
produce a score that, although it is lower than the anomalies for the 
absolute variables, exceeds the other models. On average for all stations 
and models, this value is 0.61 ± 0.26. 

3.3. Return periods and return levels. Generalized extreme values 
distribution (GEV) 

Another important variable used to evaluate the extreme events in 
temperature is the return period, T, sometimes called recurrence inter-
val. Assuming a stationary process, which is the main limitation of this 
method, T is defined as the average time between two consecutive 

occurrences of a defined event. So, the probability, P, of occurrence of 
such event in a year is the inverse of the return period (in years). 
Alternatively, the return level is the value expected to be exceeded on 
average with probability P (=1/T) in any given year. These two concepts 
are used in many disciplines to describe risks (Cooley, 2013). The return 
period and the return level were estimated fitting the generalized 
extreme value distribution (GEV) to the annual maximum of observa-
tional and modeled Tx data. This is an application of the Extreme Value 
Theorem or the Fisher-Tippett-Gnedenko Theorem. The implementation 
used in this work is that of the Python package called “pyextreme”. This 
particular development of the extreme value analysis (EVA) is based on 
Coles, S., (2001). Between the two main strategies to carry out an EVA, 
the Block Maxima/Minima (BM) was chosen. BM uses one-year period, 
so the EVA was applied to the annual (absolute) maximum temperature. 
The confidence intervals in the return periods were estimated by boot-
strapping technique using 1 000 random samples with replacement and 
a confidence interval of 95% (Mooney and Duval, 1993). 

The average values for most of the stations are close to those ob-
tained from the observations, with an overlap in their confidence in-
tervals (Table 4). The results of the MIROC-driven simulation are the 
closest, with a difference of 0.6 ◦C on average for all the stations. The 
confidence interval of the return maximum temperature from the 

Fig. 4. Q-Q plot of the GFDL, IPSL, MIROC and ensemble models, for the nearest land grid point to the ECAD stations versus the data from these stations for the 
absolute extreme indices TX (left column), TN (center column) and DTR (right column) in the period 1980–2009 (HIS). The mean was previously subtracted from the 
data to show the agreement of the dispersion around the mean. The red line indicates the ideal behavior. (For interpretation of the references to color in this figure 
legend, the reader is referred to the Web version of this article.) 
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Fig. 5. Q-Q plot of the GFDL, IPSL, MIROC and ensemble models, for the nearest land grid point to the ECAD stations versus the observational data for the absolute 
extreme indices TR (left column), WSDI (center column) and CSDI (right column) in the period 1980–2009 (HIS). The mean was previously subtracted from the data 
to show the agreement of the dispersion around the mean. The red line indicates the ideal behavior. (For interpretation of the references to color in this figure legend, 
the reader is referred to the Web version of this article.) 

Table 3 
Skill score of the anomalies of the absolute indices (TX, TN, DTR) and the threshold indices (TR, WSDI, CSDI) for the simulations driven by the models GFDL, IPSL, and 
MIROC, with ECAD as reference (the TR data at the IZO station is zero). The code color indicates the goodness of the skill score (green = 1.00, white = 0.50, and red =
0.00).  

VAR MODEL IZO TFN ACE FUE VDE SPC SCT TFS LPA 

TX GFDL 0.82 0.87 0.76 0.88 0.80 0.91 0.85 0.80 0.89 
IPSL 0.81 0.94 0.68 0.84 0.79 0.88 0.81 0.87 0.90 
MIROC 0.89 0.89 0.69 0.82 0.70 0.82 0.75 0.73 0.78 

TN GFDL 0.73 0.82 0.86 0.88 0.89 0.92 0.89 0.87 0.88 
IPSL 0.79 0.85 0.88 0.86 0.85 0.88 0.86 0.93 0.91 
MIROC 0.75 0.87 0.84 0.85 0.87 0.85 0.88 0.93 0.89 

DTR GFDL 0.83 0.73 0.89 0.92 0.82 0.84 0.89 0.86 0.89 
IPSL 0.84 0.83 0.79 0.83 0.91 0.84 0.86 0.96 0.82 
MIROC 0.92 0.81 0.83 0.87 0.87 0.84 0.83 0.95 0.91 

TR GFDL * 0.60 0.63 0.70 0.79 0.67 0.43 0.75 0.60 
IPSL * 0.43 0.37 0.20 0.31 0.37 0.37 0.38 0.30 
MIROC * 0.63 0.57 0.70 0.67 0.73 0.50 0.65 0.73 

WSDI GFDL 0.87 0.57 0.78 0.82 0.70 0.80 0.68 0.79 0.79 
IPSL 0.63 0.80 0.77 0.90 0.58 0.64 0.77 0.85 0.73 
MIROC 0.73 0.50 0.83 0.77 0.58 0.64 0.8 0.84 0.90 

CSDI GFDL 0.17 0.93 0.84 0.28 0.91 0.77 0.10 0.03 0.10 
IPSL 0.57 0.87 0.77 0.07 0.87 0.24 0.10 0.10 0.83 
MIROC 0.80 0.97 0.87 0.03 0.74 0.09 0.90 0.73 0.83  
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observations is around 1 ◦C. These maximum values of temperatures 
constitute the return levels on which the return periods will be calcu-
lated in future projections. 

3.4. Current average situation for the extreme temperature indices in the 
archipelago 

Following the usual time frame in Climatology (periods of 30 years), 
in this work, the reference period was set as the ensemble of the three 
models (Fig. 6) for the recent past period (HIS, 1980–2009). The mean 
values and the corresponding 95% confidence intervals were estimated 
using a bootstrapping strategy generating 1 000 samples with replace-
ment (Efron and Tibshirani, 1994). They are shown in the supplemen-
tary material (Fig.SM. 10). These data produce images with a geographic 
pattern for the extreme variables TX and TN, which reproduce the 
topography of the terrain. Thus, the highest temperatures are obtained 
in coastal areas and on islands with less relief. As expected, we observe 
the maximum values in the southern part of the islands and the eastern 
ones (Climate Atlas, 2012). Whereas, for the minimum temperature, the 
lowest values correspond to the highest altitude areas of the archipelago, 
mainly the center of the islands of La Palma and Tenerife. The trade 
winds (NE-SW direction) are predominant in this region, bringing cool 
and humid air, and softening the temperatures in the windward areas. In 
addition, in the north of the islands of greater relief, an extensive area of 
stratocumulus is usually formed, so this region is less exposed to solar 
radiation than the area to the S-SE. As a consequence, the daily range of 
temperatures is lower in the north than in the south. Moreover, in the 
SW zone, as it is protected from the trade wind, the minimum daily 
temperatures exceed the threshold of 20 ◦C more easily than in the north 
zone. Thus, that region contains the grid points with the highest number 
of tropical nights. 

The study of the change in the return periods, using the projected 
data (future time periods), for those return values that in the HIS period 
are obtained with return periods of 20 years, also provide valuable in-
formation on the change in the occurrence of high temperature events. 

Fig. 7 shows the average of the three models concerning the 20-year 
return level for maximum temperature in the recent past. These 20-year 
return levels will be used in the point 4.2 to study the changes in the 

return periods throughout the 21st century. Mainly, the southern part of 
the islands, as well as the eastern islands, are those that show the highest 
temperatures with values around 40 ◦C. The western islands and 
mountain areas provide the lowest values for this parameter. 

4. Projections along of the 21st century 

4.1. Absolute and threshold indices 

To observe the changes in the variables studied, the differences be-
tween the projections of the ensembles for the future, MID (2030–2059) 
and END (2070–2099) 21st-century simulation results, and those of the 
recent past period, HIS (1980–2009) were compared. For future pro-
jections, the two greenhouse emission scenarios RCP4.5 and RCP8.5 
were considered (Fig. 8). They correspond to an intermediate green-
house gas emission situation for the future and the worst situation, 
respectively (van Vuuren et al., 2011). 

To evaluate the uncertainties in the projected changes provided by 
the simulations, a bootstrapping strategy with at least 1 000 samples for 
each grid point was used. A value of a grid point was considered sta-
tistically significant using these differences if its limit of the confidence 
interval (2⋅σ) does not include the zero value. This ensures with 95% 
confidence that the difference between the data is not equal to 0. 

Table 4 
Maximum temperature in degrees Celsius with a 20-year return period obtained in the recent past period, for the observations (ECAD), the three models and their 
average (Avg.).   

IZO TFN ACE FUE VDE SPC SCT TFS LPA 

ECAD 29.8 ± 0.8 40.4 ± 1.6 41.5 ± 3.5 37.9 ± 1.1 34.2 ± 1.5 33.0 ± 0.6 39.2 ± 1.0 41.0 ± 2.6 38.8 ± 1.6 
GFDL 25.5 ± 0.7 34.2 ± 0.8 38.0 ± 0.4 36.5 ± 1.0 32.4 ± 1.3 31.5 ± 1.0 38.0 ± 1.0 39.5 ± 1.4 36.7 ± 1.4 
IPSL 27.2 ± 0.7 36.6 ± 1.1 38.3 ± 0.8 37.2 ± 1.2 32.3 ± 0.8 30.1 ± 0.6 38.1 ± 1.6 39.8 ± 0.8 35.9 ± 1.7 
MIROC 27.9 ± 0.7 37.7 ± 1.5 42.5 ± 1.4 40.2 ± 1.5 34.6 ± 0.5 33.4 ± 0.7 41.9 ± 1.3 42.0 ± 0.9 40.7 ± 1.1 
Avg. 26.9 ± 0.7 36.2 ± 1.1 39.6 ± 0.9 38.0 ± 1.2 33.1 ± 0.9 31.7 ± 0.8 39.3 ± 1.3 40.4 ± 1.0 37.8 ± 1.4  

Fig. 6. Ensemble of the three CMIP5 driven simulations for TX (◦C), TN (◦C), DTR (◦C), and TR (days) for the recent past period, 1980–2009 (HIS).  

Fig. 7. 20-year return level for the maximum temperature in the period 
1980–2009 obtained as the average of the three simulations. 
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The future projections in the MID period show that the differences in 
TX and TN with regards to the recent past are lower than 0.3 ◦C between 
the RCP scenarios. A value of 1.5 ± 0.5 ◦C is obtained in the average for 
the increase in TX, whereas a value of 1.4 ± 0.4 ◦C is found in the case of 
TN, both for the RCP4.5 scenario. If RCP8.5 is considered the values are 
1.2 ± 0.5 ◦C for TX and 2.4 ± 0.4 ◦C for TN. However, the behavior 
changes at the end of the century with an acceleration of the tempera-
ture increase in the RCP8.5 scenario compared to RCP4.5. Variations 

close to 4.0 ± 0.5 ◦C in TX and 4.4 ± 0.4 ◦C in TN for END–HIS RCP8.5 
are observed, whereas this value in the RCP4.5 is about 2.0 ± 0.5 ◦C and 
2.7 ± 0.4 ◦C for TX and TN, respectively. This behavior is consistent 
with the value of the CO2-equivalent concentration of the RCPs: for the 
RCP4.5, the amount of this greenhouse gas remains almost constant 
after the middle of the century, whereas there is a continuous increase in 
the case of RCP8.5 (Fig. 8) (Meinshausen et al., 2011). Notably, as was 
previously indicated by Expósito et al. (2015) for the future projections 
of temperature, the largest extreme increase occurs in the central part of 
the islands with greater relief. In supplementary material additional 
results are shown for each of the models separately (Fig.SM.19–22). 

These projections indicate that TX and TN increase analogously as 
they approach the end of the century in any scenario (see Figs. 9 and 10). 
For this reason, the daily temperature range remains very stable in all 
projections regardless of the RCP used, never exceeding on average the 
value of 0.5 ◦C (Fig.SM.11 in supplementary material). The variations 
between the maximum and minimum temperature are more notable in 
the mountainous areas of the islands, with a maximum of 1 ◦C 
comparing the end of the century for RCP8.5 and the recent past; this is 
because the increase in TX for these areas is somewhat greater than for 
TN. The 95% confidence interval for the changes is shown in supple-
mentary materials (Fig.SM.15–18). 

Regarding the threshold indices, the increase detected in TN also 
produces a large number of tropical nights. Until the middle of the 
century, the increase runs parallel between the two scenarios, however, 
notable changes appear at the end of the century depending on the RCP 
used. In the case of RCP4.5, the number of TR is similar to the MID 
period, but if we consider RCP8.5, the number of tropical nights in-
creases, on average, three times in the coastal areas and the eastern 

Fig. 8. CO2-equivalent concentration for the Representative Concentration 
Pathways of the IPCC. Data from Meinshausen et al. (2011). 

Fig. 9. Average differences for the TX variable (◦C) between the simulations for the future projections (MID and END of the century) and the recent past (HIS). They 
correspond to the greenhouse emission scenarios RCP4.5 (left column) and RCP 8.5 (right column). All the values are statistically significant to a 95% level 
of confidence. 

Fig. 10. As Fig. 9 but for the TN variable (◦C).  
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islands (Fig. 11) The study of the future projections of this parameter 
together with those of maximum temperature is especially interesting 
given its impact on tourism. The areas with the highest maximum 
temperatures and tropical nights coincide with the area where most of 
the hotel infrastructures of the islands are located. 

The largest increase observed in the absolute indices at the END 
period for the RCP85 scenario compared to HIS period is also reflected in 
the threshold indices. Thus, TX90P increases over 30 percentage points 
in many areas of the islands in this scenario, but for the RCP45 this value 
is only observed in the highest areas (Fig. 12). The number of days in a 
row (more than 6 consecutive) with very high temperatures (WSDI, 
Fig. 13) as well as the number of events in which this occurs (WSDIn, 
Fig. SM. 12, supplementary material) also increases in the scenario with 
the highest radiative forcing at the end of the century. The difference in 
the number of days exceeds 120 per year in some areas, which indicates 
that in some months the 90th percentile of the HIS series will be 
exceeded every day. On the contrary, the TN10P parameter (Fig. 14) is 
gradually reduced in future projections, reaching values around − 10 
percentage points for the worst environmental situation, that is, indi-
cating that no point in the image would have minimum temperatures 
below that obtained for cold nights in the HIS period. Likewise, the 
values of CSDI and CSDIn (Fig.SM.13-14 supplementary material) also 
experience reductions, being greater in the western islands than in the 
eastern ones, with values close to 5 and 3 days respectively. 

To find out which are the main causes that give rise to the increase in 
temperature in future projections, a study of the main variables involved 
was carried out. To this end, zonal averages of a selected transect in the 
island of Tenerife were performed (Fig. 15). This island was selected due 
to its orography, since this allows us to highlight the spatial in-
homogeneities, such as the differences between the southern and 
northern areas, the latter being more exposed to the trade winds, or the 
effect of the altitude. Although the results are presented for the MIROC- 
driven simulations similar results were obtained for the other models. 

General temperature changes, such as elevation-dependent warming 
(EDW), are influenced by the prevailing synoptic conditions in the study 
region. Most of the projections obtained from GCM simulations indicate 
this enhanced warming of the upper free troposphere, especially in 
tropical regions, but also evident in subtropical areas (Hartmann et al., 
2013). The greater warming at altitudes than near the surface is 
consistent with wet adiabatic stratification in these areas. Therefore, 
EDW results in a reduced lapse rate in the future (Bony et al., 2006). The 
EDW in the Canary Islands was also previously mentioned by Expósito 
et al. (2015). 

Apart from this general influence, there are other mechanisms that 
affect the local energy balance (Pepin et al., 2015). Some studies in high 
inland areas point to snow albedo feedback as a crucial aspect of EWD at 
the local level (Kotlarski et al., 2012; Pepin et al., 2015; Minder et al., 
2018). However, because of the short annual period of snow cover on 
the islands and the small percentage of covered area, it does not play a 

relevant role in this case. On the other hand, changes in cloud cover, or 
in cloud properties, affect both shortwave and longwave radiation. In 
both winter and summer, a future decrease in cloud cover is estimated, 
especially in the higher areas of the northern slope during winter. In this 
season, changes in net radiation at the surface level, defined positive 
downward, are dominated by the shortwave component, with the 
longwave component remaining very similar to that of the recent past. 
The increase in solar irradiance largely coincides with a substantial 
decrease in cloud cover. The effect of this increase of the incident ra-
diation on the temperature response will depend on soil moisture (Pepin 
et al., 2015). In this particular case, a future decrease in soil moisture is 
simulated, as a result of a reduction in precipitation, and, consequently, 
a decrease in latent heat flux. Therefore, surface absorption of the excess 
of shortwave radiation is balanced by a considerable increase in sensible 
heat flux. All of this is consistent with a larger increase in maximum than 
in minimum temperatures, resulting in a positive DTR, also in concor-
dance with the results presented by Expósito et al. (2015). 

During the summer months, the decrease in cloud cover is lower than 
in winter and has a smoother behavior for the different latitudes. Thus, 
the changes in the shortwave radiation incident on the surface are also 
smaller and do not have such a strong relationship with elevation. The 
most relevant local effect is the decrease in soil moisture in this season, 
being more pronounced in the upper part of the northern slopes of the 
island. This is reflected in a further decrease in latent heat flow in that 
area, which is compensated by an increase in sensible heat flow. In fact, 
it is in that zone where the change in DTR is largest. Otherwise, the 
expected change of minimum and maximum temperatures follows the 
expected behavior in the study region, that is, an EDW. As the layers of 
the atmosphere at higher elevations will experience stronger warming in 
the future, the change in longwave incident radiation over the surface 
will increase, which is reflected in the rise in net radiation. At low ele-
vations, the temperature increase will not be as large, so the upward 
longwave radiation will not change as much as the downward longwave 
radiation, causing a larger change in net radiation. 

4.2. Return periods 

Using the 20-year return level for the maximum temperature in the 
recent past (HIS), return periods in future projections were calculated. 
Due to the temperature increase predicted by the models, a reduction in 
the return period is to be expected. Thus, at mid-century, this parameter 
is, on average, between 4 and 5 years depending on the RCP used. 
Nevertheless, at the end of the period, this value drops to 3 years for the 
simulations driven by RCP4.5 and about 2 years for the RCP8.5 scenario. 
Due to the rapid temperature increase in the mountainous area pre-
dicted by the models compared to lowlands, it is observed how these 
areas, and in general, the western islands, are the most affected in the 
reduction of the return period for the maximum temperature. Table 5 
indicates the return periods in years, for the WRF simulated projections 

Fig. 11. As Fig. 9 but for the TR variable (days). White dots indicate pixels without statistical significance.  
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on those land grid points nearest to the ECAD stations, whereas Fig. 16 
shows the return period in years for the whole area. 

5. Conclusions 

In the current context of climate change, future temperature extreme 
events are one of the most serious problems humanity may have to face, 
not only environmentally but also social and economically. This study 
provides convection-permitting projections (3 km) of climatic temper-
ature extremes focused on the Canary Islands. This information is central 
for the design of effective adaptation/mitigation strategies to the climate 
change effects in this archipelago. Previous studies that generated 

climate projections throughout this century in this region were based on 
the pseudo global warming strategy, making it difficult to study climate 
extremes. This work uses a dynamic downscaling methodology based on 
the WRF model, which was configured using as inputs (initial and 
boundary conditions) three CMIP5 models: GFDL-ESM2M, MIROC-ESM 
and IPSL-CM5. The climate projections were obtained for the time pe-
riods: 2030–2059 (MID) and 2070–2099 (END) and the RCPs 4.5 and 8.5 
scenarios. The modeled reference period was 1980–2009 (HIS), for 
which future changes were calculated. 

In a first step, the modeled indices using the ERA-Interim reanalysis 
data (1995–2004) as input in the WRF model and the ECAD observa-
tional data of nine stations were compared. The results show that the 

Fig. 12. Average differences in percentage points (pp) of days with Tx > 90th percentile obtained in the period 1980–2009, for the simulations of future projections 
(MID and END) corresponding to the RCP4.5 greenhouse emission scenarios (left column) and RCP8.5 (right column). 

Fig. 13. The mean annual differences in the Warm-Spell Duration Index (days) for the simulations of future projections, i.e., the mean annual count of days, with at 
least 6 consecutive days, that exceed the 90th percentile of Tx obtained in the period 1980–2009. 

Fig. 14. As Fig. 12 but for the percentage points (pp) of days with Tn < 10th percentile obtained in the period 1980–2009.  

J.C. Pérez et al.                                                                                                                                                                                                                                 



Weather and Climate Extremes 36 (2022) 100459

12

WRF configuration introduces a bias, which is, on average, of − 2.6 ◦C 
and − 2.1 ◦C for TX and TN respectively. In addition, the indices ob-
tained with the three CMIP5 input datasets and the ensemble at the 
ECAD stations were evaluated with those observed in the reference 

period. Biases are still observed between these values although it de-
pends on the model, being the MIROC, in general, the results that best 
fit. However, concerning the range of variation of the modeled data, 
these properly reproduce those of the observed data, with mean skill 

Fig. 15. Changes in the zonal average of several 
variables corresponding to the transect indicated in 
the map for the projected changes for END period and 
RCP8.5 pathway. Plots show seasonal means for 
winter (DJF) and summer (JJA), and correspond to 
MIROC-driven simulations. Hgt indicates terrain 
height (masl), Tx is daily maximum temperature (◦C), 
Tn is daily minimum temperature (◦C), DTR is diurnal 
temperature range (◦C), TCC is total cloud cover (%), 
soil moist. is the percentage of change of the soil 
moisture, Rnet is the surface net radiation (Wm− 2), 
LH is the latent heat flux (Wm− 2) and H is the sensible 
heat flux (Wm− 2).   

Table 5 
Return periods in years for the simulations of the future projections in the model WRF nearest grid point to the ECAD stations. G indicates the GFDL model, I IPSL model 
and M is the MIROC model. Avg. is the average of the models. Finally, MID45 corresponds to the middle century period with RCP4.5, MID85 middle century with 
RCP8.5, END45, the end century period with RCP4.5 and END85 corresponds to the end century period with RCP8.5. The symbol "–" indicates bad data.   

IZO TFN ACE FUE VDE SPC SCT TFS LPA 

G-MID45 3.5 ± 1.4 19 ± 14 4.5 ± 1.2 – – 4.4 ± 1.7 – – – 
I-MID45 1.3 ± 0.6 – 2.5 ± 0.7 – 3.3 ± 0.8 4.2 ± 1.0 – 6.0 ± 2.4 7.3 ± 3.7 
M-MID45 1.2 ± 0.8 3.3 ± 1.7 3.6 ± 3.5 – 2.7 ± 0.7 2.8 ± 0.8 – 2.7 ± 1.2 3.1 ± 0.5 
Avg. 1.5 ± 0.8 3.5 ± 2.4 3.0 ± 1.0 – 3.0 ± 0.8 3.5 ± 1.0 – 3.4 ± 1.5 3.2 ± 0.7 
G-MID85 2.7 ± 1.2 4.9 ± 1.5 3.1 ± 0.6 8.6 ± 4.7 – 3.9 ± 1.5 6.1 ± 2.8 4.3 ± 1.8 4.3 ± 1.8 
I-MID85 1.4 ± 0.1 4.7 ± 5.0 3.0 ± 1.0 – 2.8 ± 0.9 3.0 ± 0.7 – 7.1 ± 2.6 4.2 ± 2.0 
M-MID85 1.9 ± 0.3 2.7 ± 1.0 3.1 ± 0.4 3.5 ± 1.0 2.3 ± 0.2 2.3 ± 0.3 – 3.2 ± 0.4 3.3 ± 0.6 
Avg. 1.5 ± 0.2 3.4 ± 1.4 3.1 ± 0.5 3.7 ± 1.4 2.3 ± 0.3 2.5 ± 0.5 6.1 ± 2.8 3.3 ± 0.7 3.5 ± 0.9 
G-END45 2.1 ± 0.9 3.0 ± 0.9 2.5 ± 0.4 3.4 ± 1.7 7 ± 1 3.0 ± 1.1 3.3 ± 1.1 3.8 ± 1.7 3.6 ± 1.3 
I-END 45 1.0 ± 1.4 2.7 ± 0.9 2.3 ± 0.6 5.6 ± 2.3 2.1 ± 0.9 3.5 ± 0.9 2.8 ± 3.3 4.7 ± 1.1 4.3 ± 1.7 
M-END45 – 1.5 ± 0.6 2.4 ± 1.0 – 1.4 ± 0.4 1.3 ± 0.1 2.9 ± 2.6 1.1 ± 0.7 3.6 ± 1.2 
Avg. 1.8 ± 1.1 2.1 ± 0.8 2.4 ± 0.5 4.2 ± 1.9 1.5 ± 0.6 1.3 ± 0.2 3.2 ± 1.7 2.3 ± 1.0 3.7 ± 1.4 
G-END85 – 1.4 ± 0.2 1.3 ± 0.3 1.8 ± 0.8 1.3 ± 0.8 – 1.5 ± 0.4 1.3 ± 0.4 1.1 ± 0.4 
I-END85 – 1.7 ± 0.6 1.5 ± 0.3 – 1.6 ± 0.2 1.6 ± 0.3 1.4 ± 0.9 3.8 ± 1.1 2.8 ± 1.0 
M-END85 – – – 2.3 ± 1.6 – 1.4 ± 0.4 – – 2.4 ± 0.6 
Avg. – 1.4 ± 0.3 1.4 ± 0.3 1.9 ± 1.0 1.6 ± 0.3 1.5 ± 0.3 1.5 ± 0.5 1.6 ± 0.5 1.6 ± 0.5  
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scores for the ensemble PDF of the absolute indices about 0.85 ± 0.06, 
whereas for the threshold indices this value is 0.62 ± 0.27. The goodness 
of this comparison is also tested with the analysis of the Q-Q plots of the 
modeled versus the measured indices. For all the absolute indices the Q- 
Q plots show the data mainly localized along the straight-line y = x 
(ideal situation). However, the modeled variables based on thresholds, 
which use directly maximum or minimum daily absolute temperature 
values, generate worse results when compared with the observational 
ones. 

Regarding the comparative of the return levels (maxima tempera-
ture) for a 20-year return period, estimated from GEV analysis, there is 
agreement between those obtained from the observations and those 
obtained from modeled data, since, on average considering all the sta-
tions except TFN and IZO (those at the highest altitude), their difference 
is less than 1.9 ◦C. 

The changes between the future projections of the extreme temper-
ature indexes and those for the recent past (HIS) show that in the middle 
of the century, no appreciable differences between simulations per-
formed with either of the RCPs were found. An increase in extreme 
temperatures is observed in both simulations but this rise is similar in 
both realizations. However, as the input models follow the variations of 
the CO2-equivalent concentrations, the simulations produce a greater 
increase in those for which the final forcing is 8.5 Wm-2 compared to 
those of 4.5 Wm-2. In this most unfavorable scenario, the increase can be 
almost double for several extreme quantities such as TX or TN. 

In general, as expected at the latitude at which the Canary Islands are 
located, simulated near-surface warming increases with elevation. 
However, the modulation of this general behavior at the local scale can 
only be explained by considering regional-scale processes involving the 
land surface and the orography. The main mechanisms that give rise to 
the observed temperature increase seem to be related to the decrease in 
total cloud cover (TCC) and soil moisture. This decrease in soil moisture 
has a direct effect on the decrease in latent heat flux and an increase in 
sensible heat flux, associated with a larger increase in maximum tem-
peratures with respect to minimum temperatures. These changes depend 
on the orography and the orientation of the slopes. 

Analyzing the statistically robust changes, with a 95% confidence 
interval, along the 21st century of these indices with respect to the HIS 
period, the following results can be summarized:  

1 The TX and TN values increase both in the MID and END period and 
for both RCPs scenarios. The spatial average for the END period 
anticipates an increase in TX values of 2.0 ± 0.5 ◦C (RCP4.5) and 4.0 
± 0.5 ◦C (RCP8.5). And for TN is obtained 2.4 ± 0.4 (RCP4.5) and 4.4 
± 0.4 (RCP8.5). The DTR shows an increase close to 0.5 ◦C (about 
1 ◦C at high altitude). 

2 The TX90p shows an increase at the END period and for both sce-
narios. Changes in TX90p values reach, on average, 30 percentage 
points at the END period and RCP8.5. For the TN10p variable there is 
a decrease at the END period with a reduction about 10 percentage 
points considering the worst scenario.  

3 The changes in WSDI show an increase in this index. The number of 
days for the WSDI index, at the END period and RCP8.5, increases 
between 40 and 180 days, with the major increase in high altitude 
zones. On the other hand, CSDI decreases with values that range 
between 2 and 10 days.  

4 The return levels that in the HIS period were obtained with a return 
period of 20 years, will be obtained along the 21st century more 
frequently, with return periods between 1 and 6 years at the END 
period and RCP8.5. 

In addition to the predicted global increase in mean temperature, 
there are possible local changes in the area of the Canary Islands that 
could affect the behavior of the temperature and should be studied. 
Among these, we highlight: a weakening of the thermal inversion layer, 
a change in the thermodynamic conditions in the marine boundary layer 
in the Atlantic Ocean, which could produce a change in the cloud regime 
in the Canary Islands region (Díaz et al., 2019); a notable decrease in 
cloud cover in the winter season (Pérez et al., 2019) and a decrease of 
wind speed during the summer season (González et al., 2017). The 
consequences of the adverse impacts of the increase in the temperature 
extremes should be analyzed for the conservation of the rich and sen-
sible insular ecosystems. The economic and societal impacts of the in-
crease in the extreme temperatures could be a problem of primary order 
in an insular region with high dependence on the goodness of its climate. 
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