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Abstract

It is widely accepted by the scientific community that in the coming

decades the Earth’s climate will undergo significant changes, which will

affect the ecosystems and the population in various ways. In this work,

climate change impacts on solar photovoltaic (PV) resources were evaluated

in the Canary Islands, an orographically complex archipelago located in the

sub-tropical Atlantic Ocean, using high resolution dynamical downscaling

techniques. To alleviate the high computational cost of high resolution

simulations, the pseudo-global warming technique was used to compute the

initial and boundary conditions from a reanalysis dataset and from the

monthly mean changes obtained by the simulations of fourteen global

climate models included in the Coupled Model Intercomparison Project

Phase 5 (CMIP5). Projections of annual-mean daily irradiation and PV

potential were obtained for two future decades (2045-2054 and 2090-2099)

and for two different greenhouse gas emission scenarios (RCP4.5 and
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RCP8.5), and the corresponding results were compared with those for a

recent period (1995-2004). During winter, a generalized increase in PV

potential is expected, as a consequence of a reduction in cloud cover.

However, during summer, future simulations indicate a decrease in PV

potential because of the rise of temperature and, therefore, a reduction in

PV panel efficiency.

Keywords: Photovoltaic power, Climate change, energy projections, the

Canary Islands

1. Introduction1

Greenhouse gas (GHG) emissions, associated with energy generation2

services, are a major cause of climate change [1]. There are several options3

for lowering GHG emissions while still satisfying the human demand for4

energy services. In this context, renewable energy sources play an5

important role in providing these services in a sustainable manner,6

contributing in this way to climate change mitigation [2]. Nevertheless, in7

turn, changes in renewable energy resources are expected as a consequence8

of climate warming. So, when considering the installation of a renewable9

energy power plant, it is important not only to assess the present renewable10

resources but also their possible changes in the future, especially if11

long-term operation and investment are planned [3]. In general, climate12

change projections are necessary for long-term energy and adaptation13

policies and greenhouse gas abatement strategy development [4, 5, 6].14

In the case of solar energy, changes in cloud cover, which directly affects15

the surface downwelling shortwave radiation, is the most important climate16
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factor to be taken into account. Some authors suggest the planning of17

possible (re)location of PV plants based on expected changes in cloud cover18

[7]. To a lesser extent, both wind speed and temperature also affect the19

production of electricity by photovoltaic systems, as they modify their20

environmental conditions and, therefore, their efficiency [8, 9]. Furthermore,21

the aerosol content of the atmosphere also modifies the solar radiation due22

to two different processes, their direct interaction through scattering and23

absorption, and their capacity to modify the microphysical properties of24

clouds, acting as cloud condensation nuclei, known as indirect effect.25

The future assessment of energy resources is crucial for fragmented26

territories, such as archipelagos, where power grids are isolated preventing27

exchange of energy with other balancing areas. This is the case of the28

Canary Islands, a Spanish archipelago located to the northwestern of the29

African coast, centered approximately at 28oN, 16oW. The electricity30

system of the Canary Islands is broken down into six electrically isolated31

subsystems, one per island (Tenerife, Gran Canaria, La Palma, La Gomera32

and El Hierro) and another one for Lanzarote and Fuerteventura, whose33

grids are joined by a submarine cable. The Archipelago, due to its climate34

characteristics and its latitude, has an abundant supply of renewable energy35

resources, mainly from the sun and wind. At the end of 2016, renewable36

power accounted for 12% (355 MW) of the total installed power capacity in37

the islands, of which 166 MW was solar photovoltaic [10]. The total energy38

demand in the Canary Islands presents an annual cycle, with a higher39

power consumption during summer and at the beginning of autumn and40

with lower demand during spring. In Figure 1 the annual cycle for the last41
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four years is plotted, based on the data provided by the transmission agent42

and operator of the Spanish electricity system [11]. The monthly43

photovoltaic and wind energy production are also shown. As expected, the44

highest photovoltaic production corresponds to summer, when the solar45

radiation is at its maximum. The annual cycle of the wind energy46

production peaks during summer, when the trade winds are stronger and47

more persistent. During this season, the wind energy production is twice48

the photovoltaic production.49

Figure 1: Total energy demand and photovoltaic and wind energy production in the

Canary Islands, expressed as daily mean values, for the period 2014-2017.

Long-term changes in solar radiation, and the other mentioned climate50

variables, have been studied using global climate models (GCMs). Some51

authors [12, 13], for example, used projections from different climate models52

from the Coupled Model Intercomparison Project Phases 3 (CMIP3) and 553

(CMIP5) to study the influence of expected changes in solar radiation on54

photovoltaic production worldwide. Anther study [14] analyzed the impact55

of climate change on solar resources in a particular region, southern Africa,56
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using GCMs from CMIP3. However, the spatial resolution of GCMs is too57

coarse for regional climate studies, because they cannot resolve local58

atmospheric phenomena or represent the topography in an adequate way,59

especially in orographically complex areas. To overcome these limitations,60

regional climate models (RCMs) are required [15]. During the recent61

decades, as a consequence of the increase in computer power, statistical and62

dynamical downscaling methods have been developed in order to improve63

the projections climate simulations provided by GCMs at a regional scale.64

Thus, some authors have used RCMs to estimate climate change effects on65

photovoltaic production in Europe [16] or in particular countries [17, 18].66

In this work, dynamical climate regionalization is used to estimate67

future changes in solar radiation, temperature and wind speed, and their68

effects on the photovoltaic potential, in the Canarian Archipelago, in the69

middle and at the end of this century. The Weather Research and70

Forecasting (WRF) model [19] was selected as the regional climate model71

(RCM). Unlike previous similar studies, which were based on larger regions,72

this work is focused on an archipelago composed of small islands with a73

very complex orography, which requires a high spatial resolution, in this74

case 5 km, to account for all the atmospheric phenomena that occur at75

those scales. In this region, clouds do not only develop in small regions, but76

they are also blocked by the high mountains. All these circumstances77

complicate the computation of the mentioned variables, needed to estimate78

the photovoltaic potential. To alleviate the high computational cost79

associated with the high spatial resolution and the long simulation periods,80

the pseudo-global warming (PGW) method [20, 21, 22] has been used to81
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obtain the regionalized climatology for the Canary Islands. Due to the82

great spatial variability of the irradiance in the study area, both data from83

ground instruments and two observational databases, based on satellite84

data and with a spatial resolution similar to WRF simulations, were used85

to assess simulated results for the historical period.86

The outline of this article is as follows. The configuration of WRF to87

simulate the variables of interest for present and future periods is described88

in Section 2. In this section, the observational data used to compare WRF89

simulation results, and the definition of the computed variables, such as the90

PV potential, are also explained. In Section 3 the results for both, present91

period simulation assessment and future projections, are presented. Finally,92

the conclusions are summarised in the last section.93

2. Methodology and data.94

In this section the configuration of the WRF model and the computation95

of the initial and boundary conditions from the reanalysis data and from the96

results of the CMIP5 global climate models are explained. The observational97

data used to validate WRF results and the method to compute monthly98

mean solar irradiation from sunshine duration are also presented. Finally,99

the models used to calculate PV potential from the solar irradiation, air100

temperature and wind speed are outlined.101

2.1. Model setup.102

In this study, WRF, version 3.4.1 , was used to perform the downscaling103

simulations. Three domains (Fig. 2), in a double-nested configuration, were104

defined, which correspond to spatial resolutions of 45, 15, and 5 km,105
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Figure 2: Domains used in the WRF simulations. The coarse domain (D1) has a horizontal

resolution of 45 km, D2 of 15-km, and the innermost domain (D3) a resolution of 5 km.

Land surface height (m asl) is indicated in the color palette to highlight the complex

orography of the studied region.

respectively. All of these domains have been discretized with 32 vertical eta106

levels. The choice of the particular physical parameterizations, used to107

represent the different sub-grid scale atmospheric processes, and the version108

of the WRF model was done according to previous studies in the same area109

[23, 24]. Thus, radiation schemes were set to the Community Atmosphere110

Model, version 3 (CAM3) for both longwave and shortwave [25, 26]. In the111

domains with horizontal resolutions over 10 km, D1 and D2, where the112

fluxes cannot be explicitly resolved, Kain-Fritsch cumulus parameterization113

[27] was used, and no cumulus parameterization was applied in the114

innermost domain, D3. The planetary boundary layer was characterized115

using the Yonsei University scheme [28] and the land surface scheme was116

the Noah model [29]. Finally, the WRF double-moment 6-class (WDM6)117

[30] was used as the cloud microphysics scheme.118
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The shortwave scheme plays an important role in the computation of119

irradiance. The CAM3 shortwave solar radiation scheme is part of the120

Community Atmosphere Model. It considers gaseous absorption by ozone,121

carbon dioxide, oxygen and water vapor. Molecular scattering and122

scattering/absorption by cloud droplets and aerosols are also considered.123

The solar spectrum is divided into 19 discrete spectral and pseudo-spectral124

intervals. Layer reflections and transmissions are computed using the125

δ-Eddington approximation. Five chemical species of aerosol are used in126

this parameterization, including sea salt, soil dust, black and organic127

carbonaceous aerosols, sulfate, and volcanic sulfuric acid. They are128

characterized by their specific extinction, single scattering albedo, and129

asymmetry parameter. The ability of WRF simulations, using this scheme,130

to compute surface irradiances has been studied in some works [31, 32],131

finding that CAM3 is one of the best options of the shortwave radiation132

schemes available in WRF.133

The PGW approximation was used for climate regionalization following134

the same configuration used in previous studies [33, 34], in which future135

changes in temperature, precipitation and wind were analysed. The136

climatology for a recent period (1995-2004) was obtained through WRF137

simulation, using ERA-Interim reanalysis data [35] as initial and boundary138

conditions. The use of reanalysis data, and not from a GCM, constitutes139

one of the main advantages of PGW methodology, because biases in the140

boundary conditions, in respect to the real climatology, are much lower [20].141

For future periods, 2045-2054 and 2090-2099, initial and boundary142

conditions for the WRF integrations are given by the sum of a climate143
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Table 1: CMIP5 models used in this work to obtain the ensemble of perturbation signal

for the PGW method. More information about models and the main references for each

of them can be found in [1].

Model Institution(s) Country

ACCESS1.3 Commonwealth Scientific and Industrial

Research Organization (CSIRO) and

Bureau of Meteorology (BOM)

Australia

BCC-CSM1.1 Beijing Climate Center, China

Meteorological Administration

China

CanESM2 Canadian Center for Climate Modelling and

Analysis

Canada

CCSM4 US National Centre for Atmospheric

Research

United States

CSIRO-Mk3.6.0 Queensland Climate Change Centre of

Excellence and Commonwealth Scientific

and Industrial Research Organisation

Australia

EC-EARTH Europe Europe

GFDL-ESM2G NOAA Geophysical Fluid Dynamics

Laboratory

United States

HadGEM2-ES UK Met Office Hadley Centre United Kingdom

INM-CM4 Russian Institute for Numerical

Mathematics

Russia

IPSL-CM5A-MR Institut Pierre Simon Laplace France

MIROC5 University of Tokyo, National Institute for

Environmental Studies, and Japan Agency

for Marine-Earth Science and Technology

Japan

MPI-ESM-MR Max Planck Institute for Meteorology Germany

MRI-ESM1 Meteorological Research Institute Japan

NorESM1-M Norwegian Climate Centre Norway
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perturbation signal to the same ERA-Interim data used for the recent144

period simulation. This perturbation signal was computed, for those145

variables used as boundary conditions, from the results of 14 CMIP5-GCM146

(Table 1) projections, averaging their monthly mean values [33]. For each147

future period two different greenhouse gas concentration pathways, the148

CMIP5 RCP4.5 and RCP8.5 scenarios [36] were used, representing149

scenarios of medium and high emission assumptions, respectively. They use150

emission pathways which lead to radiative forcings of 4.5 and 8.5 Wm−2 at151

the end of this century, that correspond to greenhouse gas concentrations of152

approximately 650 and 1370 ppm CO2 equivalent [37]. For each experiment153

the model was integrated for an eleven-year period, taking the first year as154

spin-up, and it was not considered in any further analysis.155

Usually, climate simulations comprise of larger periods, approximately156

thirty years as used for observations [38], however the PWG method allows157

us to use shorter simulation periods [39, 40], which is another of the158

advantages of this methodology. This is particularly important for those159

regions that, due to their topography, require high resolution simulations160

and, therefore, high computational efforts. Despite the above mentioned161

advantages of PGW, this approximation also has some limitations. For162

example, it cannot adequately capture potential changes in the variability163

from daily to interannual time scales, because it assumes unchanged164

variability in the future climate. Furthermore, it assumes that frequency165

and intensity of weather perturbations that enter the regional simulation166

domain remains also unchanged, because they depend on the reanalysis167

data. These drawbacks make this method inadequate for studying future168
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changes in extreme events, such as severe storms, strong winds, etc.169

Nevertheless, the consideration of these events is not essential to compute170

photovoltaic production, even though they could damage the solar panels.171

2.2. Photovoltaic power potential.172

The energy produced by a PV array can be modeled as a function of173

the nominal power of the particular array, its response to the temperature,174

the incident solar irradiance, the air temperature and the wind speed [8].175

Following that work, the photovoltaic power produced by an array (Pm) can176

be expressed by:177

Pm(t) = Pp · η(t) · G(t)

GSTC

= Pp · PV pot(t), (1)

where Pp is the nominal power of the PV array under study, which is given178

by the manufacturer at standard test conditions (STC), G(t) is the solar179

irradiance, that is, the surface-downwelling shortwave radiation, GSTC180

corresponds to the solar irradiance at STC, 1000 W m−2, and η(t) is a181

coefficient that includes all factors that are related with the actual energy182

produced by the PV array with the energy that would be produced if it183

were operating at STC. At the right hand of the equation, all the terms184

that depend on the solar radiation and atmospheric conditions have been185

grouped in a new term, PV potential (PVpot). PVpot allows characterizing186

a site, regardless of the nominal power of the PV array located on it.187

PVpot is a dimensionless variable that equals 1 when the ambient188

conditions are considered as STC, and it will be lower (higher) than the189

unit when the ambient conditions allow PV power output to be lower190
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(higher) than the nominal power of the considered PV array. As proposed191

in a previous study[16], PVpot will be used to study the effects of climate192

change on the PV resources. The coefficient η must take into account those193

factors that represent the deviation of the real conditions in which the PV194

module is operating with respect to that specified as STC. These factors195

are, among others, the difference between the operating PV cell196

temperature and the standard (25 oC), the cleanness of the PV module197

surface, the aging of the module or losses in the conductors. In this work,198

we consider that all these factors remain constant and, then, they do not199

contribute to changes in PVpot, except the PV cell temperature. So, PV200

module performance ratio can be expressed as [8]:201

ηT (t) = 1 + γ(Tcell(t) − TSTC), (2)

where γ is the maximum power thermal coefficient, Tcell the operation cell202

temperature and TSTC the cell temperature at STC (25 oC). The γ203

coefficient is taken as -0.005 oC−1, which corresponds to a monocrystalline204

silicon solar panel. In this way, the efficiency of the panel diminishes as the205

temperature is higher than TSTC . The cell temperature must be206

parameterized as a function of other variables that can be obtained from207

WRF simulations. In a previous study [9], different approximations to208

obtain Tcell from incident solar irradiation, air temperature and/or wind209

speed, have been compared. In this work, a simple approximation [41, 16]210

was selected, because it simplifies the computation of the effect of changes211

of the different variables on PVpot:212
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Tcell(t) = a · Ta(t) + b ·G(t) + c · uwind(t) + d, (3)

where Ta is the air temperature and uwind is the wind speed. The coefficients213

are[9]: a=1.08, b=0.0226 oC m2 W−1, c=-1.83 oC s m−1 and d=4.22 oC. This214

linear model is not suitable for wind speeds higher than 10 ms−1, which are215

only common in the ocean areas between the islands [34], because it produces216

unrealistic low module temperatures.217

Rearranging equations 1, 2 and 3 and replacing all the constants by218

their corresponding values, a simplified expression for PV potential can be219

obtained:220

PV pot = G
(
c1 + c2 · uwind + c3 ·G+ c4 · Ta

)
, (4)

with c1 = [1 + γ(d− TSTC)]/GSTC = 1.1039 × 10−3 m2 W−1, c2 = γc/GSTC221

= 9.15 × 10−6 s m W−1, c3 = γb/GSTC = -1.13 × 10−7 m4 W−2 and c4222

=γa/GSTC = -5.4 × 10−6 oC−1m2 W−1. From this expression, changes in223

PVpot (∆PVpot) due to changes in uwind, G and Ta can be calculated:224

∆PV pot = ∆G
(
c1 + c2uwind + c3∆G+ 2c3G+ c4Ta

)
+ c2G∆uwind + c4G∆Ta + c2∆G∆uwind + c4∆G∆Ta.

(5)

To compute the relative contributions from ∆uwind, ∆Ta and ∆G, the225

changes in PVpot were calculated keeping the remaining variables constant226

at their annual or seasonal means for the present period (1995-2004). For227

example, taking ∆G = 0 and ∆uwind = 0, the contribution of Ta can be228

estimated, keeping in mind that to fully isolate the contribution of each single229
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variable is not possible due to the last two terms of the equation, where the230

changes of two variables are multiplied.231

2.3. Observational data.232

Figure 3: Location of the stations used for WRF solar irradiance results assessment.

The daily solar irradiance obtained from WRF simulations for the233

present period (1995-2004) was compared with observational data. Two234

kinds of datasets were used, the first one being two databases obtained235

from satellite measurements, and the second, ground measurements236

corresponding to several weather stations.237

One of the databases is HelioClim-1 [42], which contains the daily values238

of the solar radiation reaching the ground and is freely accessible through239

the SoDa Service (www.soda-is.com). This database was created from240

Meteosat images using the Heliosat-2 algorithm [43, 44]. The other241

database is that provided by the project ADRASE (www.adrase.com). In242
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Figure 4: Percentage of daily solar irradiance data available for each site and year. A full

circle indicates full availability and an empty space indicates that data are not available

for that year. .

this case, geostationary satellites images are also used, applying a243

methodology [45] developed in the Spanish CIEMAT (Research Centre for244

Energy, Environment and Technology). In both cases, the spatial resolution245

over the studied area is around 5 km.246

Observational records of 7 stations belonging to AEMET (Spanish247

Meteorological Agency) were also used (Fig. 3). They correspond to airport248

stations, except the IZA station that is located in the Izaña Atmospheric249

Observatory at 2371 m asl and SCT, located in Santa Cruz city at 35 m asl.250

The daily solar irradiance was not available for the seven stations for the251

full studied period (1995-2004), but it was available for recent years, as252

summarised in Fig. 4. However, the daily sunshine duration was available253

for the whole period, 1995-2017, and for all the sites. For this reason, a254

method was used to transform sunshine duration to solar radiation, using255

the relationship used in previous studies [46, 17]. This relationship can be256

expressed as:257
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fclear =

(
H̄

H̄clear

)2

, (6)

where H̄ is the monthly-mean of daily horizontal surface irradiation, H̄clear is258

the corresponding mean value of daily clear sky, cloud-free, irradiation, and259

fclear is the time fraction of clear sky, that for a specific month and location260

is equivalent to the sunshine fraction (S):261

fclear ≡ S =
SD

N
, (7)

where SD is the average monthly sunshine duration and N is the average262

monthly day length, given by:263

N =
2

15
cos−1

(
− tanφtanδ

)
, (8)

with φ the latitude of the site in degrees and δ the declination of the sun,264

also in degrees, that can be estimated by:265

δ = 23.45sin

(
360

284 + n

365

)
, (9)

where n is the day of the year, starting on 1st January. Thus, for a particular266

site and month, H̄ can be computed as:267

H̄ = H̄clear

(
SD

N

)1/2

. (10)

H̄clear is not available from observations, but it was determined for every268

site and month of the year using those periods of the recent years (2004-269

2013 for ACE and 2009-2017 for the rest of the sites) for which both daily270

horizontal surface radiation and sunshine duration were available. Using271
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these values for H̄clear, the solar irradiance was computed for all those months272

of the interval 1995-2008, which includes the study period, filling the gaps273

in the data series. This methodology was evaluated by comparing computed274

and measured irradiances for those months of this time interval when the two275

variables were available, finding that the root mean square error in computed276

H̄ compared with observed values is 3.3%, computed as the average for all277

the seven locations.278

2.4. Assessment of changes in photovoltaic resources.279

Annual and seasonal changes in daily mean irradiation and PVpot for280

the two selected future decades (2045-2054 and 2090-2099) and the two281

emission scenarios (RCP4.5 and RCP8.5) with respect to the present282

decade (1995-2004) were computed. To establish the statistical significance283

of the obtained changes, a non parametric technique was used. In this284

work, a moving block bootstrap algorithm, which takes into account the285

effects of data autocorrelation, was implemented [47] (the Python code is286

available at https://bitbucket.org/jcperez/solar/src) . Based on previous287

evaluations of this method for other variables in the Canary Islands288

[33, 34], the autoregressive-moving average process, of order 1 in both289

contributions, that is ARMA(1,1), has been selected and evaluated for the290

variables used in this work. For each grid point of the innermost domain,291

the corresponding ARMA(1,1) model was computed using daily time series292

and, based on its characteristics, the block length for the bootstrap test and293

the adjusted data variance for the test statistic were calculated [47].294

17



3. Results295

In this section, the WRF simulation results for the present period are296

evaluated and the projected changes in PV resources for the two future297

periods and two greenhouse gases emission scenarios are described.298

3.1. Monthly-mean daily solar irradiation assessment.299

The WRF simulation results for the present period were compared with300

observational data from the seven available stations, taking the closest grid301

point of the innermost domain. The corresponding values of the302

HelioClim-1 and ADRASE databases were also used. A summary of these303

comparisons, based on monthly-mean values, is summarized in Figure 5.304

The computed values clearly overestimate observational irradiances, with305

mean biases ranging from 2 to 16 % (approximately between -1 to 20% if306

the error in obtaining solar irradiance from ground measured sunshine307

duration, as explained in Section 2.3, is considered) The overestimation of308

solar radiation is a common problem in GCMs [48, 49, 50, 51] and also in309

regional models [16, 52]. A similar mean bias, 16%, was obtained for the310

whole Spanish peninsula also using the WRF model [52].311

As previously mentioned, while optical properties of the atmosphere,312

mainly due to aerosols, affect the solar irradiance, clouds are responsible for313

the largest uncertainties in irradiance simulation. Therefore, to take into314

account the behavior and distribution of cloud cover, both databases were315

used to assess WRF simulated irradiances. The observational data were316

interpolated to the same grid used in WRF using bilinear interpolation. A317

total of 264 gridpoints, which correspond to land areas, were used. To318
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summarize, the results of the comparison are displayed in a graphical way,319

using the diagram proposed by Taylor [53], selecting the ADRASE database320

as the reference, or ground truth. The main statistical results of the total321

spatial and temporal variability [54] of monthly irradiance obtained from322

the HelioClim-1 database and WRF simulations compared to ADRASE323

data are presented in Figure 6. The bias is indicated in the plot legend.324

From these results, the good behavior of the WRF simulation for the325

historical period is clear. Its spatial-temporal correlation coefficient, for the326

land gridpoints, compared with the ADRASE data is around 0.99, larger327

than for HelioClim-1 observations. CRMSE and variance are also slightly328

better for WRF results. Hence, the uncertainties in the spatial distribution329

and temporal behavior of WRF simulated irradiances are similar to the330

differences between both observational databases. However, the general331

overestimation of irradiance by WRF simulation is evident, and similar to332

other previously mentioned studies. As analysed in a prior work [52], the333

bias in modeled surface irradiation using WRF cannot only be explained by334

a hypothetical bias in aerosol optical depth, or in the radiative effect of335

atmospheric gases. This overestimation is mainly due to an336

underestimation of the cloud cover and/or an underestimation of the337

radiative impact of the simulated clouds.338

3.2. Present PV resource and future projections.339

The present climatology of daily irradiation for the Canary Islands,340

obtained from WRF simulations, is summarised in Figure 7. The341

annual-mean values show the effects of the orography, with higher values in342

the top areas of the mountainous islands, up to 7 kWh m−2, and the lowest343
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values in the northern part of these islands, less than 6 kWh m−2 , with344

more cloud cover. The contrast between the northern and southern areas is345

larger during summer, more than 2 kWh m−2 difference between both346

regions, when the persistent trade winds and the subsidence inversion create347

an optimal environment for the development of marine stratocumulus,348

which cover the north facing coasts but are blocked by high mountains.349

Projected mean annual changes in daily irradiation for the two future350

decades with respect to the present decade are small and not statistically351

significant, so the corresponding maps were not included. The mean future352

changes in daily irradiation for winter and summer are presented in Figure353

8. There is a clear difference in behavior between the two seasons. A future354

general increase in solar radiation can be observed during winter, due to a355

decrease in cloud cover. As can be expected, the largest and most356

significant changes correspond to the end of the century and were obtained357

using the RCP8.5 scenario, which specifies a larger increment in GHGs. In358

this case, the expected change is around 7% in those areas which show359

statistical significance. On the other hand, the computed changes for360

summer are localized, with an increase of solar irradiation, around 5% at361

the end of the century, in the areas most affected by stratocumulus in the362

highest (western) islands, due to less stratocumulus cloud cover, and a363

decrease of solar radiation, of the same order, in the northern coast of the364

eastern islands, which is statistically significant only at the end of the365

century.366

Although the variation of solar radiation is the main factor affecting the367

changes in the photovoltaic energy generation, other previously mentioned368
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factors must be also taken into account, such as changes in air temperature369

and/or in wind speed. Thus, Figures 9 and 10 show the simulated changes370

for PVpot in winter and summer, respectively, and the relative contribution371

of each of these variables. For winter (Figure 9), a general rise in372

photovoltaic potential was obtained. However, the differences are only373

statistically significant in a few locations, and around 5% at the end of the374

century. Changes in PVpot are dominated by the increase in solar375

irradiance. The air temperature rise induces a decrease in PV panel376

efficiency and, therefore, in PVpot, but this contribution is smaller in377

magnitude, less than half the PVpot increase due to solar radiation378

changes. Finally, the contribution of changes in wind speed is lower than379

those produced by the other two variables, and is only discernible in small380

areas and for the RCP8.5 scenario.381

As discussed earlier, changes in daily solar irradiation are smaller and382

more localized in summer, so they are not able to counteract the decline in383

photovoltaic potential due to the increase in air temperature. This effect384

dominates in almost all the territory, except in small areas, where the385

reduction in the coverage of the marine stratocumulus is enough to provoke386

a net increase of PVpot. At the end of the century and for the scenario387

corresponding to a greater content of GHGs (RCP8.5), the loss in PVpot is388

larger than 5% in most areas. Similar results were obtained by for Spain389

[16]. In summer, the reduction in PVpot is governed by the increase in air390

temperature, except for the northern Spanish coast, where this increase is391

lower and then, the rise in solar irradition prevails.392
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4. Conclusions and discussion393

Regional climate modeling is essential to project future changes in regions394

with complex orography, as is the case of the Canarian Archipelago. In this395

work the pseudo-global warming approach was used to obtain the projected396

changes in PV resources in this archipelago. This choice allowed us to reduce397

the computational cost of the high resolution simulations required in this area398

and to avoid the problem of global climate model biases in the present period.399

Although this methodology is inadequate to assess the possible changes in400

extreme events, the changes in absolute solar irradiation and PV potential401

can be studied.402

Even though no statistically significant changes were found in annual403

mean photovoltaic potential for the two future decades with respect to the404

present decade, significant changes were observed at seasonal scale. In405

addition, the behavior is very different between winter and summer. During406

winter, a general increase in PVpot is expected, driven by the rise of solar407

radiation, that is due, in turn, to a decrease in cloud cover. On the408

contrary, during the summer a reduction in the photovoltaic potential is409

expected, which is due to an increase of the temperature, affecting the410

efficiency of energy production of the photovoltaic panels. The only411

exception to this reduction occurs in very localized areas of the north coast412

of the most prominent islands, where the effect of the decrease in the413

stratocumulus coverage prevails and, therefore, the increase of solar414

radiation.415

The possible modifications in PV resources due to climate change, as416

those presented in this study, and not only past observational data and model417
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simulations, should be taken into account in the planning of new PV plants418

or the development of the current ones. Although the lifespan of the PV419

modules is generally considered to be around 30-40 years [55], the life span420

of other energy infrastructures is longer, such as the transmission lines, 40-421

75 years [7]. Moreover, the scarcity of available ground to construct energy422

infrastructures in small islands and the difficulty to obtain the corresponding423

permissions, make the decisions about the convenient locations an important424

aspect in PV planning, a possible refurbishing of energy plants in the future425

in the future being usually more feasible than a relocation of them. This is426

especially important in the Canary Islands, where 41% of the territory has427

been declared as natural protected areas [56]. Due to these considerations,428

the climate impacts for the whole present century have been considered.429

Despite the relevance of the results shown in this work, there are some430

aspects that can be considered in future works to improve the accuracy of431

the projections. Although the bias in solar irradiance found in this study is432

similar, and even lower, to those obtained in previous studies, a433

comprehensive study of the cloud cover in the archipelago and the ability of434

different parameterizations included in WRF to accurately simulate it, can435

be carried out to diminish this bias. In addition, the change in atmospheric436

aerosols composition and concentration was not directly taken into account437

for the regional simulations. They were only considered in the GCMs used438

to compute the boundary conditions for the WRF runs. In any case, the439

inclusion of the aerosols in the simulations is more relevant in the440

calculation of the direct normal radiance, applied to concentrated solar441

power systems, not to PV systems, for which the global horizontal442
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component is computed [57].443

Another important aspect to keep in mind is the expected improvement of444

solar panel efficiencies in the future, which could overwhelm climate change445

induced impacts. Although the PV potential does not account for the energy446

conversion efficiency, monocrystalline silicon solar panels were assumed in447

this work to characterize the variation of their efficiency with temperature.448

As the crystalline silicon is a mature technology, efficiency improvements have449

been relatively small in the last decade. However, the efficiencies of other450

technologies and materials, such as gallium arsenide or perovskite, have been451

improved during last years [58]. Moreover, some emerging technologies try to452

overtake the Shockley and Queisser limit [59] by using the process of multiple453

exciton generation, by up- or down-conversion of incident radiation or by454

limiting the range of radiative emission angles [58]. If other types of solar455

panels were considered, their temperature coefficients of efficiency should456

be also taken into account, since they strongly depend on the considered457

material [60, 61]. The analysis of the different technologies that will be used458

in the future and the effect of climate change on each of them is out of the459

scope of this study.460
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F. Thais, B. Bartok, O. B. Christensen, A. Colette, M. Déqué,531
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High-Resolution Future Projections of Temperature and Precipitation595

in the Canary Islands, Journal of Climate 28 (19) (2015) 7846–7856.596

doi:10.1175/JCLI-D-15-0030.1.597
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Figure 5: Comparison of monthly mean daily irradiation for the period 1995-2004 obtained

from weather stations, HelioClim-1 and ADRASE databases and computed by the WRF

model. The bias, in percentage, for each of the seven sites is indicated in the corresponding

plot legend.
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Figure 6: Taylor diagram illustrating the comparison betwwen the different

observed/simulated data. The standard deviation of the monthly mean ADRASE

irradiances is represented by a solid circle on the abscissa. The other two symbols,

which represent the data of HelioClim-1 database and WRF simulations, respectively,

are positioned such that their standard deviation (%) is the radial distance from the

origin, their correlation coefficient with respect to the ADRASE data is the cosine of the

azimuthal angle, and their centred root-mean-square (CRMS) difference is the distance to

the point on the abscissa. The corresponding biases (%) are indicated in the legend.
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Figure 7: Annual and seasonal, for winter (December-January-February, DJF) and

summer (June-July-August. JJA), mean daily irradiation for the present decade (1995-

2004).
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Figure 8: Mean daily irradiation differences (in percentage) between future simulations

and present for two periods: at the middle of the century (2045-2054) and at the end

(2090-2099). Two greenhouse emission scenarios have been used: RCP4.5 and RCP8.5.

The results correspond to two different seasons, winter-DJF (left) and summer-JJA (right).

Black dots indicate those areas where the changes are statistically significant (p<0.05).
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Figure 9: Projected mean changes in PVpot (left column) for winter, computed for the

two future decades (2045-2054 and 2090-2099) and both emission scenarios (RCP4.5 and

RCP8.5). Black dots indicate those areas where the changes are statistically significant

(p<0.05). The changes in PVpot that would be induced by the variations in solar

irradiation alone (second column), air temperature alone (third column) or wind speed

alone (right column) are also displayed.
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Figure 10: Same as in Figure 9 but the summer season.
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